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problems in computational electromagnetics may be classi-
fied mainly into four categories: (1) those based on theIt is commonly believed that the divergence equations in the

Maxwell equations are ‘‘redundant’’ for transient and time- vector potentials; (2) those based on the first-order curl
harmonic problems, therefore most of the numerical methods in equations; (3) those based on the second-order curl–curl
computational electromagnetics solve only two first-order curl equations; (4) those based on the Helmholtz equations.
equations or the second-order curl–curl equations. This misconcep-

The potential approach is widely used in the computa-tion is the true origin of spurious modes and inaccurate solutions
tion of static fields and eddy currents. It also can be usedin computational electromagnetics. By studying the div–curl system

this paper clarifies that the first-order Maxwell equations are not for time-harmonic problems; see, e.g., Boyse et al. [4]. The
‘‘overdetermined,’’ and the divergence equations must always be potential approach does not give rise to spurious modes,
included to maintain the ellipticity of the system in the space do- since the divergence-free equations are automatically satis-main, to guarantee the uniqueness of the solution and the accuracy

fied by introducing the vector potentials. It also makesof the numerical methods, and to eliminate the infinitely degenerate
material discontinuities easy to model. However, this ap-eigenvalue. This paper shows that the common derivation and us-

age of the second-order curl–curl equations are incorrect and that proach involves difficulties related to the appropriate gaug-
the solution of Helmholtz equations needs the divergence condition ing method and the loss of accuracy and continuity (in
to be enforced on an associated part of the boundary. The div–curl homogeneous media) of the calculated field intensity frommethod and the least-squares method introduced in this paper pro-

the potentials by the numerical differentiation.vide rigorous derivation of the equivalent second-order Maxwell
The most widely used numerical method for the solutionequations and their boundary conditions. The node-based least-

squares finite element method (LSFEM) is recommended for solving of time-dependent electromagnetic problems has been the
the first-order full Maxwell equations directly. Examples of the nu- finite-difference time-domain (FD-TD) scheme developed
merical solutions by LSFEM are given to demonstrate that the

by Yee [70] and extensively utilized and refined by TafloveLSFEM is free of spurious solutions. Q 1996 Academic Press, Inc.
and Umashankar [62], Kunz and Luebbers [32], as well as
others. In the Yee scheme, only two Maxwell curl equations
are solved. Some other time-domain methods are also1. INTRODUCTION
based on two Maxwell curl equations, such as the finite
volume method developed by Shankar et al. [57], the finiteThe occurrence of spurious solutions in computational

electromagnetics has been known for more than two de- difference and finite volume methods by Shang [58] and
Shang and Gaitonde [59], and the finite element methodscades, and elimination of such non-physical solutions is

still a subject of great interest. The noted feature of these by Mei and his colleagues [5], Madsen and his colleagues
[36, 33], Noack and Anderson [46], and Ambrosianofictitious solutions has been their violating the divergence-

free conditions in cases where the physical solution is com- et al. [1].
In the original full Maxwell equations, when the constitu-pletely solenoidal. It is commonly believed that the errone-

ous solutions are caused by numerical process; see, e.g., tive relations are specified, for three-dimensional cases
there are eight first-order equations but with only six un-Jin [27, p. 164]. In our opinion, the trouble with spurious

solutions in computational electromagnetics is deeply known vector components, and for two-dimensional TE
and TM cases, four equations with only three unknowns.rooted in a misconception of the first-order Maxwell equa-

tions and in an incorrect derivation and use of the second- That is, the number of equations is larger than the number
of the unknown functions. It is also well known that byorder curl–curl equations. We agree with Mur [43, 44]

that spurious solutions can only be avoided by a correct taking the divergence of the Faraday and Ampere laws
one can see that these divergence-free conditions will beformulation of the problem to be solved.

In terms of the type of differential equations to be solved, satisfied for all time if they are satisfied initially. For these
two reasons, it is traditionally believed that the full first-conventional numerical methods for general vector field
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order Maxwell equations are ‘‘overdetermined’’ or ‘‘over- Ganguly and Spielman [15] and Swaminathan et al. [61]),
and the spectral method (see Farrar and Adams [13]). Thisspecified,’’ and the two divergence equations are thus re-

garded as ‘‘auxiliary’’ or ‘‘dependent’’ and are often ne- fact itself undermines the common belief that the spurious
solution is a result of the numerical process.glected in numerical computation (see, e.g., Taflove and

Umashankar [62, p. 38], Chew [9, p. 5], Kunz and Luebbers The popular engineering approach to removing spurious
vector modes in the curl–curl equations is to modify the[32, p. 11], and Jin [27, p. 2]).

In the past, no one was even concerned about whether variational functional by penalizing the non-zero diver-
gence. The key to success with this so-called penaltythe divergence-free conditions were satisfied or not in these

time-domain solutions, except Shang and Gaitonde [59] method, first used by Hara et al. [18] and Rahman and
Davies [52], depends on the choice of the correct penaltywho seriously examined the value of divergence of the

computed magnetic field. Recently, Wu and Jiang [69] gave factor—values too small or too large do not eliminate
spurious solutions. Unfortunately, this is an ad hoc andsome evidence that clearly shows the significant violation

of the divergence-free condition near the boundary of scat- problem-dependent treatment and there has been a lack
of systematic study of the rationale for selecting this param-ters in the solutions of the curl equations only. Morgan

[42] also found that in some cases ignoring the divergence- eter for general problems.
Recently, the edge element method of Nedelec [45] (see,free conditions leads to incorrect radar cross sections.

The first-order full Maxwell equations have a mathemat- e.g., Jin [27] and the references therein) has been advo-
cated, because it is believed to be a cure for many difficult-ical structure in which the fundamental ingredient is the

div–curl system that looks ‘‘overdetermined.’’ A similar ies that are encountered when attempting to solve electro-
magnetic field problems by using conventional node-basedsituation exists in fluid dynamics; see Jiang et al. [25]. By

introducing a dummy variable (Chang and Gunzburger finite elements. Apart from the fact that such an approach
can only be used in the simple divergence-free case, edge[8]), however, it can be shown that the div–curl system is

not ‘‘overdetermined.’’ In this paper, we use this technique elements violate the normal field continuity between adja-
cent elements in the homogeneous material domain; seeto study the full Maxwell equations and show that they are

properly determined; that is, the two divergence equations Mur [44] for comments and an example. The accuracy of
edge elements is lower than that of the nodal elements forshould not be ignored regardless, either in the static or in

the time-varying cases. the same number of unknowns, or the computational cost
of edge elements is much higher than that of nodal ele-In electromagnetics, there are mainly two reasons why

the second-order curl–curl equations are often employed. ments for the same accuracy; see Mur [44] and Monk [41].
The edge element method also needs non-conventionalFirst, it is hard for conventional numerical methods to deal

with the non-self-adjoint first-order derivatives. Second, in meshing and postprocessing which are not normally avail-
able. Moreover, Ross et al. [54] reported that the edgethe curl–curl equations the electric field and the magnetic

field are decoupled. There is a vast body of reports about element method broke down for large-scale computations
due to the fact that edge elements cannot represent purelyspurious solutions associated with the numerical solution

of the curl–curl equations in the context of the finite ele- TE fields.
The curl–curl equations are derived from the first-orderment method, (see, e.g., Cendes and Silvester [7], Bird [3],

Ikeuchi et al. [20], Mabaya et al. [35], Davies et al. [12], Maxwell curl equations by applying the curl operator.
There is a very important issue: the curl–curl equationsRahman and Davies [51, 52], Winkler and Davies [66],

Webb [64], Welt and Webb [65], Koshiba et al. [29, 30], obtained by simple differentiation without additional
equations and boundary conditions admit more solutionsIse et al. [19], Rahman et al. [53], and Schroeder and Wolff

[55]). The majority of spurious solutions has been found than do its progenitors. In order to derive an equivalent
higher-order system from a system of vector partial differ-in the eigenvalue analysis. A spurious mode does not corre-

spond to the physical modes which the waveguide or reso- ential equations, one should use the div–curl method that
is based on the theorem: if a vector is divergence-freenator under consideration actually supports. The spurious

mode problem is severe and often renders the numerical and curl-free in a domain, and its normal component or
tangential components on the boundary are zero, then thissolution useless. The spurious solutions have been also

revealed in boundary-value problems; see, e.g., Crowley vector is identically zero. In other words, the curl and the
divergence operators must act together with appropriateet al. [11], Pinchuk et al. [49], Wong and Cendes [67, 68],

and Paulsen and Lynch [48]. The phenomenon of spurious boundary conditions to guarantee that there are no spuri-
ous solutions in the resulting higher-order equations. Insolutions for the curl–curl equations is not exclusive with

the finite element method. This phenomenon has been also this paper, this div–curl method originally developed by
Jiang et al. [25] is employed to derive the second-orderreported in the context of the finite difference method

(see, e.g., Corr and Davies [10], Schwieg and Bridges [56], system of time-dependent Maxwell equations and their
boundary conditions and to show that the divergence equa-and Su [60]), the boundary element method (see, e.g.,
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tions and additional boundary conditions must be supple- The results of LSFEM for time-domain scattering wave
problems can be found in Wu and Jiang [69]. The div–curlmented to the curl–curl equations.

We remark that in the past only Assous et al. [2] com- theory and the corresponding least-squares method dis-
cussed in this paper can be employed to directly solvepletely realized the importance of the divergence equations

in the time-domain Maxwell equations and correctly static electric or magnetic fields without introducing the
potentials and gauging. In the last section of this paper weworked with second-order wave equations. For a special

case, they supplemented two divergence equations and an briefly discuss the general formulation of the LSFEM and
apply it to time-harmonic problems. Numerical examplesadditional boundary condition to the curl–curl equations.

They introduced the Lagrange multipliers (which are iden- are given to demonstrate that the LSFEM is free of spuri-
ous solutions.tically equal to our dummy variables introduced for other

reasons; see Sections 2.2 and 3.2) associated to the diver-
gence constrains and reformulated the full Maxwell equa-

2. THE DIV–CURL SYSTEMtions as a constrained variational problem. Then they used
the well-developed mixed Galerkin finite element method

In this section we study the div–curl system. We shallin fluid mechanics to solve the problem. The importance
show that the three dimensional div–curl system is notof their work is obvious: it was the first mathematically
‘‘overdetermined.’’ We shall introduce the div–curlrigorous approach to deal with the time-domain Max-
method to derive a second-order system equivalent to thewell equations.
div–curl system. We shall show why the least-squaresIt is well known that the solution of the Helmholtz equa-
method is the best method for the solution of the div–curltions with proper boundary conditions is free of spurious
system. The technique and the procedure developed heremodes; see Mayergoyz and D’Angelo [37]. The key issue
will be applied to dealing with the Maxwell equations.in the Helmholtz method is how to specify proper boundary
Since the static Maxwell equations are typical div–curlconditions. In this paper, we use the div–curl method and
systems, the least-squares method introduced in this sec-the least-squares method to derive the Helmholtz equa-
tion can be applied to the direct solution of static electrictions and their boundary conditions and to show that the
or magnetic fields.divergence equations need to be enforced only on the

corresponding part of boundary and they will be implicitly
satisfied in the domain. We also give a Galerkin variational 2.1. Basic Theorems
formulation which corresponds to the Helmholtz equa-

Let V , R 3 be a bounded, simply connected, convex,tions. This theoretically justifies that the penalty parameter
and open domain with a piecewise smooth boundary G 5s in the penalty method should be equal to one.
G1 < G2 . Either G1 or G2 , not both, may be empty. AlsoThis paper emphasizes that in any case the divergence
G1 and G2 must have at least one common point. Let x 5equations must be included explicitly or implicitly as a part
(x, y, z) be a point in V, let n be a unit outward normalof the formulation for electromagnetic problems. How-
vector. Let (?, ?) and k?, ?l denote the inner products definedever, it is not so easy to combine the divergence equations
in the domain and on the boundary, respectively. Through-in conventional methods. In the method proposed by As-
out the paper C denotes a positive constant dependent onsous et al. [2], inconvenient non-equal order elements must
V with possibly different values in each appearance.be employed. Attempts to satisfy the divergence-free equa-

The following theorems are essential in this paper.tions by using edge elements merely complicates the situa-
tion by introducing the need to impose an additional condi-

THEOREM 1. If u [ H 1(V)3 and n 3 u 5 0 on G2 ? 0,tion of normal field continuity.
then n ? = 3 u 5 0 on G2 .This paper shows that the satisfaction of the divergence

equations and the elimination of spurious solutions can be The proof of Theorem 1 is straightforward by using the
achieved easily by the application of the node-based least- Stokes theorem; see Pironneau [50, p. 53] or Jiang et al. [25].
squares finite element method (LSFEM). We believe that
the LSFEM is the best choice among the available methods THEOREM 2 (Friedrichs’ div–curl inequality). Every
for numerical solution of many problems in electromagnet- function u of H 1(V)3 with n ? u 5 0 on G1 and n 3 u 5 0
ics, since it is simple, universal, robust, efficient, and often on G2 satisfies
optimal. The LSFEM is based on the minimization of the
residuals in first-order partial differential equations. The
LSFEM has been successfully applied to various fluid dy- iui2

1 # C(i= ? ui2
0 1 i= 3 ui2

0), (2.1)
namics problems (see, e.g., Jiang et al. [22, 24], Tang and
Tsang [63], and Lefebvre et al. [34]). The LSFEM is natu-
rally suitable for the first-order full Maxwell equations. where the constant C . 0 depends only on V.
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For the proof we refer to Girault and Raviart [16], Krizek
n ? v 5 0 on G2 , (2.3b)

and Neittaanmäki [31] and Jiang et al. [25]. This theorem
implies that the div–curl norm appearing in the right-hand E

G
n ? v ds 5 0. (2.3c)

side of (2.1) is equivalent to the H 1 norm. This theorem
plays a key role in the analysis of the least-squares method.

If G2 is empty, then the given scalar function r [ L2(V)From Theorem 2, we can immediately obtain the following
must satisfy the compatibility condition:theorem which is the basis of the div–curl method for

deriving higher-order vector equations:

E
V

r dV 5 0. (2.3d)THEOREM 3 (The div–curl theorem). If u [ H 1(V)3 sat-
isfies

At first glance, system (2.2) seems ‘‘overdetermined’’ or
= ? u 5 0 in V, ‘‘overspecified,’’ since there are four equations and three

unknowns. For this reason, indeed, solving (2.2) is not= 3 u 5 0 in V,
trivial by conventional finite difference or finite element

n ? u 5 0 on G1 , methods. However, after careful investigation we shall find
that system (2.2) is properly determined and elliptic.n 3 u 5 0 on G2 ,

By introducing a dummy variable q, system (2.2) can
be written asthen

=q 1 = 3 u 5 v in V, (2.4a)u ; 0 in V.

= ? u 5 r in V, (2.4b)
THEOREM 4 (The gradient theorem). If g [ H 1(V) sat-

n ? u 5 0 on G1 , (2.4c)isfies
q 5 0 on G1 , (2.4d)

=g 5 0 in V,
n 3 u 5 0 on G2 . (2.4e)

g 5 0 on G1 ? 0 (or on G2 ? 0),

Notice that we impose q 5 0 on G1 , and we do not specify
then any boundary condition for the dummy variable q on G2 .

By virtue of Theorem 3, Eq. (2.4a) is equivalent to the
g ; 0 in V. following equations and boundary conditions:

The validation of Theorem 4 is obvious. In fact, g 5 0 = 3 (=q 1 = 3 u 2 v) 5 0 in V, (2.5a)
needs to be specified only at any point in the domain or

= ? (=q 1 = 3 u 2 v) 5 0 in V, (2.5b)on the boundary. This theorem will be used to derive the
higher-order equations which are equivalent to a scalar n 3 (=q 1 = 3 u 2 v) 5 0 on G1 , (2.5c)
equation.

n ? (=q 1 = 3 u 2 v) 5 0 on G2 . (2.5d)
2.2. The Div–Curl System

Taking into account the compatibility conditions (2.3a)
Let us consider the following three-dimensional div– and (2.3b), the boundary condition (2.4e), and Theorem

curl system: 1, Eqs. (2.5b), (2.4d), and (2.5d) lead to

= 3 u 5 v in V, (2.2a)
Dq 5 0 in V, (2.6a)

= ? u 5 r in V, (2.2b)
q 5 0 on G1 , (2.6b)

n ? u 5 0 on G1 , (2.2c)
q

n
5 0 on G2 . (2.6c)

n 3 u 5 0 on G2 , (2.2d)

where the given vector function v [ L2(V)3 must satisfy From (2.6) we know that q ; 0 in V. That is, the introduc-
the following compatibility conditions: tion of q into (2.2) does not change anything, and thus

system (2.4) with four equations and four unknowns is
indeed equivalent to system (2.2).= ? v 5 0 in V, (2.3a)
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Now let us classify system (2.4). In Cartesian coordinates The first-order elliptic system (2.4) has four equations
and four unknowns, so two boundary conditions on eachthe equations in system (2.4) are given as
boundary are needed to make system (2.4) well-posed.
Here q 5 0 and n ? u 5 0 serve as two boundary conditionsq

x
1

w
y

2
v
z

5 gx , on G1 , while n 3 u 5 0 implies that two tangential compo-
nents of u are zero on G2 .

Since system (2.2) is equivalent to system (2.4), andq

y
1

u
z

2
w
x

5 gy ,
(2.7) System (2.4) is elliptic and properly determined, so is sys-

tem (2.2).q

z
1

v
x

2
u
y

5 gz ,
Remark. In fact, the compatibility conditions (2.3a),

(2.3b) can be obtained by applying the div–curl methodu
x

1
v
y

1
w
z

5 r. to Eq. (2.2a).

2.3. The Div–Curl MethodWe may write system (2.7) in the standard matrix form,

Let us derive a higher-order system which is equivalent
to the div–curl system (2.2). By virtue of Theorem 3, systemA1

u
x

1 A2
u
y

1 A3
u
z

1 A0u 5 f, (2.8)
(2.2) is equivalent to the following system:

in which
= 3 (= 3 u 2 v) 5 0 in V, (2.9a)

= ? (= 3 u 2 v) 5 0 in V, (2.9b)

n 3 (= 3 u 2 v) 5 0 on G1 , (2.9c)
A1 5 1

0 0 0 1

0 0 21 0

0 1 0 0

1 0 0 0
2 , A2 5 1

0 0 1 0

0 0 0 1

21 0 0 0

0 1 0 0
2 ,

n ? (= 3 u 2 v) 5 0 on G2 , (2.9d)

= ? u 5 r in V, (2.9e)

n ? u 5 0 on G1 , (2.9f)

n 3 u 5 0 on G2 . (2.9g)
A3 5 1

0 21 0 0

1 0 0 0

0 0 0 1

0 0 1 0
2 , A0 5 1

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0
2 ,

(2.9b) and (2.9d) are satisfied due to the compatibility
conditions (2.3a), (2.3b), the boundary condition (2.9g)
and Theorem 1. Therefore, system (2.9) can be simplified as

= 3 (= 3 u) 5 = 3 v in V, (2.10a)
f 5 1

gx

gy

gz

r
2 , u 5 1

u

v

w

q
2 .

= ? u 5 r in V, (2.10b)

n ? u 5 0 on G1 , (2.10c)

n 3 (= 3 u) 5 n 3 v on G1 , (2.10d)
The characteristic polynomial associated with system

n 3 u 5 0 on G2 . (2.10e)(2.7) is

Now at least one thing is made clear by the div–curl
method. That is, the curl–curl equation (2.10a) cannot
stand alone; it must go with the divergence equation (2.10b)det(A1j 1 A2h 1 A3z) 5 det 1

0 2z h j

z 0 2j h

2h j 0 z

j h z 0
2 and the additional Neumann boundary condition (2.10d).

System (2.10) can be further simplified. By virtue of
Theorem 4, Eq. (2.10b) is equivalent to the following sys-
tem of equations and boundary condition (assuming that5 (j 2 1 h2 1 z 2)2 ? 0
G2 ? 0):

for all nonzero real triplets (j, h, z), system (2.4) is thus
elliptic and properly determined. =(= ? u 2 r) 5 0 in V, (2.11a)
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and to derive a higher-order system without spurious solu-
= ? u 5 r on G2 . (2.11b)

tions. We construct the following quadratic functional:

Taking into account (2.11) and the vector identity, I : H R R,

I(u) 5 i= 3 u 2 vi2
0 1 i= ? u 2 ri2

0 ,= 3 = 3 u 5 =(= ? u) 2 Du, (2.12)

where H 5 hu [ H1(V)3 u n ? u 5 0 on G1 , n 3 u 5 0 onsystem (2.10) can be reduced as
G2j. We note that the introduction of a dummy variable q
in Section 2.2 is only for the verification of the determina-Du 5 2= 3 v 1 =r in V, (2.13a)
tion, and it is not required in the least-squares functional

=(= ? u 2 r) 5 0 in V, (2.13b) I. Taking the variation of I with respect to u, and letting
du 5 v and dI 5 0, we obtain a least-squares variationaln ? u 5 0 on G1 , (2.13c)
formulation of the following type: find u [ H such that

n 3 (= 3 u) 5 n 3 v on G1, (2.13d)

B(u, v) 5 L(v) ;v [ H, (2.16)n 3 u 5 0 on G2 , (2.13e)

= ? u 5 r on G2 . (2.13f) where B(?, ?) is a bilinear form of the type

The solution of the derived second-order system (2.10) or B(u, v) 5 (= 3 u, = 3 v) 1 (= ? u, = ? v)
(2.13) is completely identical to the solution of the original
div–curl system (2.2), therefore no spurious solution will and L(?) is a linear form of the type
be produced by the system (2.10) or (2.13). Moreover,
the divergence equation (2.13b) in system (2.13) can be

L(v) 5 (v, = 3 v) 1 ( r, = ? v).
deleted. That is, the divergence equation is implicitly satis-
fied by Eq. (2.13a) and boundary conditions (2.13c)–

Obviously the bilinear form B(u, v) is symmetric and(2.13f). The rigorous proof of this statement will be given
continuous. The coerciveness of B(u, v) is due to Theoremby using the least-squares method in the next section. Here
2. Therefore, we immediately havewe give a simple explanation adopted from Mayergoyz and

D’Angelo [37]. Let us consider a slightly different problem:
1
C

iui2
1 # B(u, u) 5 L(u) # iui1(ivi0 1 i r i0).

Du 5 2= 3 v 1 =r in V, (2.14a)

n ? u 5 0 on G1 , (2.14b) By virtue of the Lax–Milgram theorem, (see, e.g., Oden
and Reddy [47] or Johnson [28]), in fact, we have provedn 3 (= 3 u) 5 n 3 v on G1 , (2.14c)
the following theorem.

n 3 u 5 0 on G2 , (2.14d)
THEOREM 5. The solution of (2.16) uniquely exists

= ? u 2 r 5 0 on G. (2.14e) and satisfies

That is, we let the divergence equation be satisfied on iui1 # C(ivi0 1 i r i0). (2.17)
the whole boundary. Although this condition needs to be
specified only on G2 , it is not wrong for it to be enforced The following theorem about the error estimate is also
on G. By taking the divergence of (2.14a) we obtain a a direct consequence of the above results.
Poisson equation of f 5 = ? u 2 r:

THEOREM 6. The LSFEM based on (2.16) has an opti-
mal rate of convergence and an optimal satisfaction of theDf 5 0 in V. (2.15)
divergence condition:

Since f 5 0 on the whole boundary, f must be equal to
iu 2 uhi0 # Chk11iuik11 , (2.18a)zero in the whole domain, i.e., the divergence equation is

implicitly satisfied in the system (2.14). i= ? (uh 2 r)i0 # Chkiuik11 , (2.18b)

2.4. The Least-Squares Method
where uh is the finite element solution and k is the order of
complete polynomials used in the finite element interpo-Let us introduce a more powerful and systematic

method, the least-squares method, to solve system (2.2) lation.
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The error estimate (2.18a) is not totally new. The early avoids dealing with the divergence condition (2.2b) which
is implicitly satisfied; instead, one deals with three Poissonresults were obtained by Fix and Rose [14] for the case

G2 5 0 and by Krizek and Neittaanmäki [31] for the case equations that everyone would rather solve. However, we
should mention that if one chooses the finite differenceG1 5 0. The two-dimensional numerical results and a pre-

liminary analysis can also be found in Jiang and Chai [21] method to solve (2.22a), the additional natural boundary
conditions (2.22c), (2.22e) must be supplemented.and Carey and Jiang [6].

The advantages of the LSFEM over the potential Now it is clear that the following four formulations are
equivalent to each other: (1) the first-order div–curl systemmethod for solving the div–curl system is obvious: the

trouble of selecting a proper gauging method is avoided; (2.2); (2) the least-squares variational formulation (2.16);
(3) the Helmholtz-type system (2.22); and (4) the Galerkinthe electric or magnetic fields are obtained directly without

numerical differentiation and thus have a higher accuracy; formulation (2.21). It turns out that the least-squares
method (2.16) for the div–curl equations (2.2) correspondsand the electric or magnetic fields are continuous across

the element boundaries. to using the Galerkin method (2.21) to solve system (2.22)
which consists of three independent second-order PoissonIn order to further understand the least-squares method,

we derive the Euler–Lagrange equations associated with equations (2.22a) and three coupled boundary conditions
on each boundary, where the original first-order equationsthe least-squares variational formulation (2.16) which can

be rewritten as: find u [ H such that (2.22c) and (2.22e) serve as the natural boundary condi-
tions and (2.22b) and (2.22d) serve as the essential bound-
ary conditions.(= 3 u 2 v, = 3 v) 1 (= ? u 2 r, = ? v) 5 0 ;v [ H.

Obviously, the least-squares problem is formally equiva-(2.19)
lent to a higher-order problem with additional natural
boundary conditions provided by the original first-orderSuppose that u, v, and r are sufficiently smooth. By using
differential equations. The least-squares method (2.16) isGreen’s formulae, Eq. (2.19) can be written as
the simplest approach among these equivalent methods,
because it does not need any additional boundary condi-(= 3 (= 3 u 2 v), v) 1 k(= 3 u 2 v), n 3 vlG

tions. The trial function u and the test function v need to1 (2=(= ? u 2 r), v) (2.20)
satisfy only the original essential boundary conditions. This1 k(= ? u 2 r), n ? vlG 5 0 ;v [ H.
is one of the reasons why we strongly recommend the least-
squares method.Taking into account (2.12) and that v satisfies n ? v 5 0

Now we have shown that the three-dimensional div–curlon G1 and n 3 v 5 0 on G2 , from (2.20) we obtain
system can have three equivalent differential forms: (1) the
first-order system (2.2); (2) the curl–curl equation (2.10a)(2Du 2 = 3 v 1 =r, v) 2 kn 3 (= 3 u 2 v), vlG1 which must be accompanied by the divergence equation

1 k(= ? u 2 r), n ? vlG2
5 0 (2.21)

(2.10b) and the additional Neumman boundary condition
(2.10d); (3) three uncoupled Poisson equations (2.22a) with

for all admissible v [ H; hence we have the Euler– additional Neumman boundary conditions (2.22c) and
Lagrange equation and boundary conditions: (2.22e) provided by the original first-order system.

In the following sections, we will show that the Maxwell
Du 5 2= 3 v 1 =r in V, (2.22a) equations have similar equivalent forms.

n ? u 5 0 on G1 , (2.22b)
3. THE FIRST-ORDER MAXWELL EQUATIONS

n 3 (= 3 u) 5 n 3 v on G1 , (2.22c)
In this section we shall show that the first-order full

n 3 u 5 0 on G2 , (2.22d) Maxwell equations are not ‘‘overdetermined,’’ and the di-
vergence equations are not ‘‘redundant’’ and thus should= ? u 5 r on G2 . (2.22e)
not be ignored.

We note that in system (2.22) the divergence equation
3.1. The Basic Equationsdoes not appear in the domain. In fact, we have rigorously

proved that under additional boundary conditions (2.22c) For general time-varying fields, the original first-order
and (2.22e) the solution of the Helmholtz-type system full Maxwell equations can be written as
(2.22a) automatically satisfies the divergence equation. We
also remark that if G2 is empty, the divergence equation does

in V,= 3 E 1
(eH)

t
5 2Kimp

not even appear on the boundary. The attraction of using
the higher-order system (2.22) now becomes apparent: one (Faraday’s law) (3.1a)



THE ORIGIN OF SPURIOUS SOLUTIONS IN CEM 111

in V,= 3 H 2
(«E)

t
2 sE 5 Jimp E

G
n ? Kimp dG 5 0, (3.2c)

(Maxwell–Ampere’s law) (3.1b)
= ? Jimp 1

rimp

t
1 (s/«)rimp 5 0 in V, (3.2d)

= ? («E) 5 rimp in V,
(Gauss’s law—electric) (3.1c)

n ? Jimp 5 0 on G2 . (3.2e)
= ? (eH) 5 0 in V,

We remark that the compatibility conditions (3.2a),(Gauss’s law—magnetic), (3.1d)
(3.2b), (3.2d), (3.2e) can be obtained by applying the div–
curl method to the Maxwell’s curl equations (3.1a), (3.1b).where E and H are the electric and magnetic field intensi-

ties, respectively, rimp is the imposed source of electric
3.2. The Determinationcharge density, and Jimp and Kimp are imposed sources of

electric and magnetic current density. All imposed sources Consider the following system augmented by the vari-
are given functions of the space and time coordinates. ables w and x:

In system (3.1) we have already made use of the constitu-
tive relations

=w 1 = 3 E 1
(eH)

t
5 2K imp in V, (3.3a)

D 5 «E,
=x 1 = 3 H 2

(«E)
t

2 sE 5 J imp in V, (3.3b)
B 5 eH,

= ? («E) 5 rimp in V, (3.3c)
= ? (eH) 5 0 in V, (3.3d)J 5 sE,

n 3 E 5 0 on G1 , (3.3e)
x 5 0, n ? (eH) 5 0 on G1 , (3.3f)where D is the electric flux density, B is the magnetic flux

n 3 H 5 0 on G2 , (3.3g)density, and J is the electric (eddy) current density; the
w 5 0, n ? («E) 5 0 on G2 . (3.3h)constitutive parameters «, e, and s denote, respectively,

the permittivity, permeability, and conductivity of the me-
We emphasize that the introduction of the variables w anddium. These parameters are tensors for anisotropic media.
x is purely for showing that the Maxwell equations are notThey may be functions of position and time, and may
‘‘overdetermined’’ and they do not enter into computationdepend on the field intensities. For simplicity, we consider
in contrast to the method proposed by Assous et al. [2].isotropic and homogeneous media, therefore they are con-

It is easy by using the div–curl method as in Section 2.2stant scalars.
to prove that w and x in (3.3) are dummy variables, i.e.,The field equations are supplemented by the bound-
w ; 0 and x ; 0 in V; therefore system (3.3) is equivalentary conditions
to system (3.1) (see Jiang et al. [26] for details). The first-
order system (3.3) has eight equations, eight unknowns,n 3 E 5 0 on G1 , (3.1e)
and four boundary conditions on each part of the boundary

n ? (eH) 5 0 on G1 , (3.1f) and, thus, is properly determined. It is valid for static,
transient, and time-harmonic cases.n 3 H 5 0 on G2 , (3.1g)

In static cases, the time-derivative terms in (3.3a) and
n ? («E) 5 0 on G2 , (3.1h) (3.3b) disappear, and sE is included into the given current

density. The system (3.3) becomes two independent div–
curl systems for the electric field and the magnetic field,where G1 is an electric wall and G2 is a magnetic symmetry
respectively. In Section 2.2, we have shown that each div–wall. Here we consider only homogeneous boundary condi-
curl system is elliptic.tions, since inhomogeneous boundary terms can always be

In time-harmonic cases, when the time factor e jgt is usedconverted into source terms.
and suppressed, the time-derivative terms become theFor transient problems, the initial conditions on E and
zero-order terms, and system (3.3) becomes two coupledH should also be provided.
div–curl systems. The coupling is through the zero-orderTo allow system (3.1) to have a solution, the source
terms. The principle part, i.e., the first-order derivativeterms must satisfy the following compatibility conditions:
terms which classify the system, still have the div–curl
structure, and thus the whole system is elliptic.

= ? Kimp 5 0 in V, (3.2a)
In transient cases, the whole system (3.3) is hyperbolic.

However, in time-domain numerical methods, the time-n ? Kimp 5 0 on G1 , (3.2b)
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derivative terms are discretized by explicit or implicit finite system without special treatment cannot be proved to pos-
sess an optimal rate of convergence. A related investigationdifferences; hence the time-derivative terms become the

zero-order terms in the space domain. For each time step, can be found in Jiang and Povinelli [23].
the time-discretized system is still elliptic. (4) For time-harmonic problems the curl equations

In summary, in all cases, system (3.3) is properly deter- alone will admit infinite number of eigenfunctions corre-
mined and is elliptic in the space domain. Since system sponding to the frequency g 5 0 which is the so called
(3.1) is equivalent to system (3.3), it is indeed properly infinitely degenerate eigenvalue. The inclusion of the
determined and also elliptic in the space domain. There- divergence equations will exclude this completely non-
fore, the divergence equations (3.1c), (3.1d) and the bound- physical situation and guarantee that only the trivial
ary conditions (3.1f), (3.1h) are not ‘‘redundant,’’ and must solution E 5 0 and H 5 0 corresponds to g 5 0.
always be taken into account. (5) The time marching method is often an effective

approach to solve steady-state non-linear problems where
3.3. The Importance of Divergence Equations the material properties depend on the electromagnetic

fields. The curl equations alone are not adequate for thisIt is commonly believed that the divergence equations
approach. Neither are the curl equations appropriate for(3.1c) and (3.1d) are ‘‘redundant’’ for transient and time-
solving the scattering of waves excited by a pulse wave.harmonic problems and, thus, are neglected in computa-

tion. This misconception is the true origin of spurious or
4. THE SECOND-ORDER MAXWELL EQUATIONSinaccurate solutions in computational electromagnetics

due to the following reasons:
In this section we shall use the div–curl method to derive

the second-order Maxwell equations and their boundary(1) The Maxwell equations were established by James
conditions and to show that the curl–curl equations cannotClerk Maxwell in 1873. The original first-order full Max-
stand alone; the Helmholtz equations must be solved withwell equations (3.1a)–(3.1c) reflect the general and inde-
the divergence conditions enforced on the correspondingpendent laws of physics. These laws cannot be induced by
part of boundary. We shall give the Galerkin method corre-each other. They govern all electromagnetic phenomena,
sponding to the correct second-order Maxwell equations.no matter whether the problem is static, time-harmonic,
We shall see that this Galerkin method is of the same formor transient.
as the popular Galerkin/penalty method with the penalty

(2) By taking the divergence of (3.1a), one can con- parameter s 5 1. We shall also give a simple least-squares
clude only that (= ? (eH))/t 5 0, that is, = ? (eH) 5 F(x) look-alike method to obtain a correct variational formula-
which can be any function of the space coordinates. In tion which rigorously justifies that s 5 1 in the penalty
(3.1a) there is no information about this function, that is, method.
the Gauss law (the magnetic flux density must be diver-
gence free) cannot be induced by the Faraday law. Some 4.1. The Div–Curl Method
literature asserts that, if the divergence of eH is zero at

By virtue of the div–curl theorem, system (3.1) is equiva-the beginning, it will be identically zero forever. The prob-
lent tolem then is how can one set = ? (eH) 5 0 initially. Let

us examine the common practice: letting the initial field
intensities be zero in the domain and the boundary condi- = 3 H= 3 E 1

(eH)
t

1 K impJ5 0 in V, (4.1a)
tions be correctly given on the boundary. In this case, the
divergence-free condition is significantly violated near the
boundary at the first time step of the computation and will = ?H= 3 E 1

(eH)
t

1 K impJ5 0 in V, (4.1b)
be violated forever. If someone really can set the diver-
gence to be zero at the beginning, it is in fact equivalent
to adding a divergence-free equation into the system. The n ?H= 3 E 1

(eH)
t

1 K impJ5 0 on G1, (4.1c)
discussion for the electric field runs along the same line.
For the similar reason, the boundary conditions (3.1f),

n 3 H= 3 E 1
(eH)

t
1 K impJ5 0 on G2 , (4.1d)(3.1h) are not ‘‘redundant.’’

(3) From the mathematical point of view, the neglect
of the divergence equations destroys the ellipticity of Max-

= 3 H= 3 H 2
(«E)

t
2 sE 2 JimpJ5 0 in V, (4.1e)

well’s equations in the space domain. In each curl system
there are only three (odd) equations and three (odd) un-
knowns that cannot be elliptic in the ordinary sense. In = ?H= 3 H 2

(«E)
t

2 sE 2 J impJ5 0 in V, (4.1f)
general, the numerical methods based on a non-elliptic
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n 3 (= 3 E) 5 2n 3 K imp on G2 ; (4.3e)
n 3 H= 3 H 2

(«E)
t

2 sE 2 J impJ5 0 on G1 , (4.1g)

= 3 (= 3 H) 1 S«


t
1 sD (eH)

t
n ?H= 3 H 2

(«E)
t

2 sE 2 J impJ5 0 on G2 , (4.1h)
5 2 S«



t
1 sD K imp 1 = 3 J imp in V, (4.4a)

= ? («E) 5 rimp in V, (4.1i)
= ? (eH) 5 0 in V, (4.4b)

= ? (eH) 5 0 in V, (4.1j)
n ? (eH) 5 0 on G1 , (4.4c)

n 3 E 5 0 on G1 , (4.1k)
n 3 (= 3 H) 5 n 3 J imp on G1 , (4.4d)

n ? (eH) 5 0 on G1, (4.1l)
n 3 H 5 0 on G2 . (4.4e)

n 3 H 5 0 on G2, (4.1m)

We note that the curl–curl equations in (4.3) and (4.4)n ? («E) 5 0 on G2 . (4.1n)
cannot stand alone; they must be supplemented by the
divergence equations and the additional natural boundaryDue to the compatibility conditions (3.2), the divergence
conditions. In other words, the curl–curl equations admitconditions (4.1i), (4.1j), and the boundary conditions
more solutions than the first-order full system. This is the(4.1k)–(4.1n), we may eliminate Eqs. (4.1b), (4.1c), (4.1f),
real reason that the numerical methods based on the curl–and (4.1h) and rewrite system (4.1) as
curl equations will give rise to spurious solutions.

It is difficult to solve a second-order curl–curl equation
(4.3a) with the explicit constraint of the first-order diver-= 3 H= 3 E 1

(eH)
t J5 2= 3 K imp in V, (4.2a)

gence equation (4.3b), since the problem has more equa-
tions than unknowns and the first-order equation (4.3b) is
hard to deal with numerically. We shall look for a simple= 3 H= 3 H 2

(«E)
t

2 sEJ5 = 3 J imp in V, (4.2b)
way. By using Theorem 4 and the vector identity (2.12),
system (4.3) can be reduced to= ? («E) 5 rimp in V, (4.2c)

= ? (eH) 5 0 in V, (4.2d)

2DE 1 e


t S(«E)
t

1 sED5 2 = 3 K imp

(4.5a)
n 3 E 5 0 on G1 , (4.2e)

n ? (eH) 5 0 on G1 , (4.2f)
2 e

J imp

t
2 S1

«
D =rimp in V,n 3 (= 3 H) 5 n 3 J imp on G1 , (4.2g)

n 3 H 5 0 on G2 , (4.2h)
=(= ? («E) 2 rimp) 5 0 in V, (4.5b)

n ? («E) 5 0 on G2 , (4.2i) n 3 E 5 0 on G1 , (4.5c)
n 3 (= 3 E) 5 2n 3 K imp on G2 . (4.2j)

= ? («E) 5 rimp on G1 , (4.5d)

n ? («E) 5 0 on G2 , (4.5e)System (4.2) is completely equivalent to system (3.1), the
validation of (4.2) guarantees the validation of (3.1). There- n 3 (= 3 E) 5 2n 3 K imp on G2 . (4.5f)
fore, we can use the curl equations in (3.1) to decouple E
and H in (4.2) as usual; then we obtain

Due to the reasons pointed out in Section 2.3, Eq. (4.5b)
can be eliminated. That is, the divergence equation (4.5b)
is redundant and implicitly satisfied by the Helmholtz-type= 3 h= 3 E) 1 e



t S(«E)
t

1 sED
equations (4.5a) and the boundary conditions. Therefore,
system (4.5) can be further simplified as

5 2= 3 K imp 2 e
J imp

t
in V, (4.3a)

= ? («E) 5 rimp in V, (4.3b)
2DE 1 e



t S(«E)
t

1 sE) 5 2= 3 K imp

(4.6a)n 3 E 5 0 on G1 , (4.3c)

n ? («E) 5 0 on G2 , (4.3d) 2 e
J imp

t
2 S1

«
D =rimp in V,
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n 3 E 5 0 on G1 , (4.6b) 

n
Hn 5 0 on G2 .

= ? («E) 5 rimp on G1 (4.6c)

n ? («E) 5 0 on G2 , (4.6d) For complex geometry it is not straightforward to imple-
ment the Neumann boundary condition in the finite differ-n 3 (= 3 E) 5 2n 3 K imp on G2 . (4.6e)
ence method. By using the finite element method based
on a variational principle, even the divergence conditions

Similarly, we can have on the boundary do not appear. In the following we derive
the variational formulation corresponding to (4.6).

By taking into account the vector identity (2.12), the
Galerkin formulation associated with (4.6) is: find E satis-2DH 1 S«



t
1 sD (eH)

t
5 2 S«



t
1 sDK imp

(4.7a) fying (4.6b) and (4.6d) such that

1 = 3 J imp in V,
(= 3 h= 3 E 1 K impj, E*) 1 k= 3 E 1 K imp, n 3 E*lG2

n ? (eH) 5 0 on G1 , (4.7b)
1(2=h= ? E 2 rimp/«j, E*)

n 3 (= 3 H) 5 n 3 J imp on G1 , (4.7c)
1 k= ? E 2 rimp/«, n ? E*lG1

(4.8)
n 3 H 5 0 on G2 , (4.7d)

= ? (eH) 5 0 on G2 . (4.7e)
1 Se



t H(«E)
t

1 sEJ , E*D
Since we are dealing with a second-order problem in

1 Se
J imp

t
, E*D 5 0the time domain, we have to add initial conditions for E/

t and H/t; see Assous et al. [2].
We note that the divergence conditions are required to

for all E* satisfying (4.6b) and (4.6d). By virtue of Green’sbe satisfied only on a part of the boundary. We will rigor-
formula, the statement (4.8) can be simplified to a moreously prove this in Section 4.3 by using the least-squares
symmetric form: find E satisfying (4.6b) and (4.6d) suchmethod. As in Section 2.3 for the div–curl system, one may
thatenforce the divergence conditions on the whole boundary G

in (4.6) and (4.7) and show that the divergence conditions
(= 3 E, = 3 E*) 1 (= ? E, = ? E*)are satisfied in the domain V.

The Helmholtz-type equations (4.6a) and (4.7a) can be
1 Se



t H(«E)
t

1 sEJ , E*D
(4.9)

found in all text books on electromagnetics. However, it
seems that all these books claim that the Helmholtz equa-
tion must be solved with the divergence equation satisfied 5 2(K imp, = 3 E*)
in the whole domain and do not mention that it needs
additional boundary conditions. Our rigorous derivation 1 (rimp/«, = ? E*) 2 Se



t
J imp, E*D

using the div–curl method shows that the Helmholtz equa-
tion can stand alone and the divergence equation should
be satisfied only on a part of the boundary. for all E* satisfying (4.6b) and (4.6d).

The advantages of using the Helmholtz equation over For time-harmonic(eigenvalue) problems with s 5 0,
the curl–curl equation are obvious: one avoids the difficulty the variational formulation takes the form
involving the explicit satisfaction of the divergence equa-
tions; instead one solves three decoupled second-order (= 3 E, = 3 E*) 1 (= ? E, = ? E*) 2 g2e«(E, E*) 5 0,
equations with coupled boundary conditions.

(4.10)

4.2. The Galerkin Method
where g is the angular frequency. The formulations for
the magnetic field are similar.One may elect to use, for example, the finite difference

method, to solve the Helmholtz-type systems (4.6) or (4.7). The variational formulations (4.9) and (4.10) are of the
same structure as the most popular Galerkin/penalty for-Usually, the finite difference method is based on rectangu-

lar structural grids. In this case, for example, the divergence mulations in the literature. However, in contrast to the
commonly used penalty formulation, there is no free pa-condition (4.7e) can be simplified as the Neumann bound-

ary condition: rameter in the Galerkin formulation (4.9) and (4.10). In
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other words, the penalty parameter s 5 1 should be chosen (4.11d). The minimization of I leads to the variational for-
mulationin the penalty method in order for the penalty method to

correspond to the Helmholtz-type equations (4.6).
If the second term in (4.10), which is related to the

(= 3 E 1
(eH)

t
1 K imp, = 3 E*)

(4.12)
divergence-free condition, is deleted, one obtains the com-
monly used incorrect variational formulation that corre-

1 (= ? E 2 rimp/«, = ? E*) 5 0,sponds to solving only the curl–curl equation. One can
see that in this case there exits an infinitely degenerate

where E* 5 dE and satisfies the same boundary conditionseigenvalue g 5 0. This trouble is caused by incorrect math-
as E. Since H satisfies (3.1b) and (3.1g), from (4.12) weematical formulation. In the correct formulation (4.10),
obtain a variational formulation which is exactly the samedue to Theorem 3 there is only a trivial solution E 5 0
as (4.9). By using Green’s formula, from (4.9) we can obtaincorresponding to g 5 0. In other words, the variational
the Euler–Lagrange equation (4.6a) and the naturalformulation (4.10) will not give rise to spurious modes.
boundary condition (4.6c) and (4.6e). That is, the correct-We emphasize again that the spurious solutions in the
ness of (4.6) or (4.7) is completely proved.computation of waveguide, resonator, scattering wave, and

Now we understand that the variational formulationeddy current problems are really caused by wrong analyti-
(4.9), the Helmholtz-type equation (4.6a) and its boundarycal formulations. As for the polluted solutions in the MHD
conditions, and the first-order system (4.11) are equivalentstability analysis we refer to Gruber and Rappaz [17] and
to one another. However, the finite element method basedthe references therein.
on (4.9) has superior advantages: the divergence condition
(4.11b) is automatically satisfied and the test and trial func-4.3. The Least-Squares Look-Alike Method
tions are required to satisfy only the essential boundary

In Section 4.1 the div–curl method is employed to derive conditions (4.11c), (4.11d).
the second-order (Helmholtz-type) Maxwell equations and We remark that the procedure in this section to obtain
their boundary conditions that guarantee no spurious solu- the formulation (4.9) is not a true least-squares approach,
tions. But there we cannot make sure that the divergence because (1) we have assumed that H is given and satisfies
conditions should be specified only on a part of the bound- (3.1b) and, hence, H is not subject to the variation; (2) the
ary. In this section we give a more powerful method to true least-squares method always leads to a symmetric
derive equivalent higher-order equations and rigorously bilinear form; here the s-related term is not symmetric.
prove the statement made in Section 4.1. Even so, this procedure is mathematically justifiable. It

Consider the div–curl system for the electric field is nothing but a rigorous method to derive the Galerkin
variational formulation corresponding to the Helmholtz-
type equations (4.6a) and their boundary conditions. All= 3 E 5 2

(eH)
t

2 K imp in V, (4.11a)
derivation provided in this section has rigorously proved
that the penalty parameter in the Galerkin/penalty method= ? E 5 rimp/« in V, (4.11b)
should be equal to one.

n 3 E 5 0 on G1 , (4.11c)

5. THE LEAST-SQUARES METHOD FOR FIRST-n ? («E) 5 0 on G2 , (4.11d)
ORDER MAXWELL EQUATIONS

where H is assumed to be known and to satisfy Eq. (3.1b)
In this section we briefly give the formulations of theand the boundary conditions (3.1f) and (3.1g) and the

LSFEM for the general first-order partial differential equa-source terms satisfy the compatibility conditions (3.2a)–
tions and apply LSFEM to solving the time-harmonic first-(3.2e). In other words, when the magnetic field and the
order Maxwell equations.sources are given, the solution of (4.11) will give the corre-

sponding electric field. Obviously, system (4.11) is a typical
5.1. The General Formulationdiv–curl system that has been investigated in Section 2.

Following the steps in Section 2.4, we can derive the The least-squares method for the linear operator equa-
variational formulation which corresponds to system (4.6). tion Au 5 f formally is equivalent to the solution of the
We define the quadratic functional higher-order equation A*Au 5 A*f with Au 5 f serving

as an additional natural boundary condition, where A* is
the adjoint of A in the inner product generated by the L2I(E) 5 k= 3 E 1

(eH)
t

1 K impi2 1 i= ? E 2 rimp/«i2,
norm. When directly applied to second-order equations
this approach requires the use of C 1 finite elements and
leads to ill-conditioned discrete systems. In order to usein which E satisfies the boundary conditions (4.11c),
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simple C 0 elements and obtain a better-conditioned alge- A solution u to the problem (5.1) can thus be interpreted
as a member of V that minimizes the squared distancebraic system, the least-squares method discussed here is

based on the first-order system. The formulation of the between Av and f:
least-squares finite element method for general first-order
steady-state boundary-value problems can be found in 0 5 iR(u)i2

0 # iR(v)i2
0 ;v [ V.

Jiang and Povinelli [22]. This formulation can be directly
applied to the solution of the first-order steady-state and

The least-squares method consists of seeking a minimizertime-harmonic Maxwell equations. For time-dependent
of the squared distance iAv 2 fi2

0 in V. We write the qua-problems one always can use an appropriate finite differ-
dratic functional in (5.5) asence method in the temporal domain, such as the backward

Euler scheme or the Crank–Nicolson scheme, to discretize
I(v) 5 iAv 2 fi2

0 5 (Av 2 f, Av 2 f). (5.6)the time-derivative terms so that in each time-step the
problems are converted into boundary-value problems, see
Wu and Jiang [69] for an example. For completeness, we A necessary condition that u [ V be a minimizer of the
briefly derive the general least-squares formulation. functional I in (5.6) is that its first variation vanish at u for

We consider the linear boundary-value problem all admissible v. That is,

Au 5 f in V, (5.1a)
lim
tR0

d
dt

I(u 1 tv) ; 2 E
V

(Av)T(Au 2 f) dV 5 0 ;v [ V.
Bu 5 g on G, (5.1b)

where A is a first-order partial differential operator: Thus, the least-squares method leads us to the variational
boundary-value problem: Find u [ V such that

Au 5 Ond

i51
Ai

u
xi

1 A0u, (5.2)
B(u, v) 5 F (v) ;v [ V, (5.7a)

in which V [ R nd is a bounded domain with a piecewise where
smooth boundary G, nd 5 2 or 3 represents the number of
space dimensions, uT 5 (u1 , u2 , ..., um) is a vector of B(u, v) ; (Au, Av), (5.7b)
m unknown functions of x 5 (x1 , ..., xnd

), Ai and A0 are
F (v) ; (f, Av). (5.7c)n 3 m matrices which depend on x, f is a given vector-

valued function, B is a boundary algebraic operator, and g
In the finite element analysis, we first subdivide the do-is a given vector-valued function on the boundary. Without

main as a union of finite elements and then introduce anloss of generality we assume that the vector g is null. We
appropriate finite element basis. Let Nn denote the numbershould mention that the number of equations n in the
of nodes for one element and cj denote the element shapesystem (5.1a) must be greater than or equal to the number
functions. If equal-order interpolations are employed, thatof unknowns m.
is, for all unknown variables the same finite element isConsidering the boundary condition of the boundary-
used, we can write the expansion in each elementvalue problem, we also define the function space

V 5 hv [ H 1(V)m u Bv 5 0 on Gj. (5.3)

Let us suppose that f [ L2(V) and A : V R L2(V). For
ue

h(x) 5 ONn

j51
cj(x) 1

u1

u2

?
?
?

um

2
j

, (5.8)an arbitrary trial function v [ V, we define the residual
function:

R 5 Av 2 f in V. (5.4)

where (u1 , u2 , ..., um)j are the nodal values at the jth node,In general the residual R is not equal to zero, except v is
and h denotes the mesh parameter.equal to the exact solution u. The squared distance between

Introducing the finite element approximation defined inAv and f will be nonnegative:
(5.8) into the variational statement (5.7), we have the linear
algebraic equations

iRi2
0 5 E

V
(Av 2 f)2 dV $ 0. (5.5) KU 5 F, (5.9)
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where U is the global vector of nodal values. The global = 3 E 1 jgeH 5 2Kimp in V, (5.13a)
matrix K is assembled from the element matrices = 3 H 2 jg«E 5 Jimp in V, (5.13b)

= ? E 5 0 in V, (5.13c)
= ? H 5 0 in V, (5.13d)Ke 5 E

Ve

(Ac1 , Ac2 , ..., AcNn)T(Ac1 , Ac2 , ..., Ac
Nn

) dV,

(5.10) where the time factor e jgt is used and suppressed, g is the
given angular frequency and not equal to the resonant
frequencies of this problem, E and H are the complexin which Ve , V is the domain of the eth element, T
electric and magnetic field intensities, respectively, Jimpdenotes the transpose, and the vector F is assembled from
and Kimp are imposed harmonic sources of electric andthe element vectors,
magnetic current density, respectively. For simplicity, «
and e are constant scalars for homogeneous isotropic me-

Fe 5 E
Ve

(Ac1 , Ac2 , ..., AcNn)Tf dV, (5.11) dia. The field equations are supplemented by the same
homogeneous boundary conditions as (3.1e)–(3.1h). The
source terms satisfy the compatibility conditions similarin (5.10) and (5.11):
to (3.2).

Separating the real and imaginary parts in (5.13) leads to

Acj 5 Ond

i51

cj

xi
Ai 1 cjA0 . (5.12)

= 3 Er 2 geHi 5 2Kimp
r in V, (5.14a)

= 3 Ei 1 geHr 5 2 Kimp
i in V, (5.14b)From the above derivation we can immediately find out

or further prove that: = 3 Hr 1 g«Ei 5 Jimp
r in V, (5.14c)

(1) the least-squares method is universal for all types of = 3 Hi 2 g«Er 5 Jimp
i in V, (5.14d)

first-order partial differential equations, no matter whether
= ? Er 5 0 in V, (5.14e)they are elliptic, hyperbolic, parabolic, or mixed; the only

requirement is that they have a unique solution (see = ? Ei 5 0 in V, (5.14f)
Mikhlin [39] and Marchuk [38]);

= ? Hr 5 0 in V, (5.14g)
(2) the LSFEM leads to a symmetric positive definite

= ? Hi 5 0 in V. (5.14h)algebraic system which can be solved efficiently by matrix-
free iterative methods, such as the element-by-element
preconditioned conjugate gradient method, and thus the Obviously, system (5.14) is elliptic, since its principle part
parallelization and large-scale 3D computation is made consists of four div–curl systems. For the solution of (5.14)
easy; the least-squares variational formulation is: find u 5 (Er ,

Ei , Hr , Hi) [ H such that(3) the LSFEM formulation and its coding are general;
therefore for a new problem one needs only to supply the
coefficients of the system of equations, the load vector, B(u, v) 5 L(v) ;v 5 (E*r , E*i , H*r , H*i ) [ H, (5.15)
and the boundary conditions;

(4) the LSFEM is robust, no special treatments, such where H 5 hu [ H1(V)3 3 H1(V)3 3 H1(V)3 3 H1(V)3 u
as upwinding, staggered grids, operator splitting, etc. are n 3 E 5 0 on G1 , n ? H 5 0 on G1 , n 3 H 5 0 on G2 , n ?
needed; the LSFEM leads to a minimization problem E 5 0 on G2j, and B(?, ?) is the bilinear form
rather than a saddle-point problem; thus simple equal-
order interpolations can be employed;

B(u, v) 5 (= 3 Er 2 geHi , = 3 E*r 2 geH*i )(5) the LSFEM can often be proved to have optimal
numerical properties including an optimal rate of conver- 1 (= 3 Ei 1 geHr , = 3 E*i 1 geH*r )
gence;

1 (= 3 Hr 1 g«Ei , = 3 H*r 1 g«E*i )
(5.16a)

(6) the LSFEM satisfies easily the divergence condi-
tions in electromagnetics.

1 (= 3 Hi 2 g«Er , = 3 H*i 2 g«E*r )

5.2. Time-Harmonic Fields
1 (= ? Er , = ? E*r ) 1 (= ? Ei , = ? E*i )

For three-dimensional time-harmonic fields, the first-
1 (= ? Hr , = ? H*r ) 1 (= ? Hi , = ? H*i ),order full Maxwell equations can be written as
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and L(?) is the linear form
jg«*Ey 1

Hz

x
5 0 in V, (5.18c)

L(v) 5 (2Kimp
i , = 3 E*r 2 geH*i )

Ex

x
1

Ey

y
5 0 in V, (5.18d)1 (2Kimp

i , = 3 E*i 1 geH*r )
(5.16b)

1 (Jimp
r , = 3 H*r 1 g«E*i )

in which «* 5 «r 1 j«i 5 « 2 js/g is the complex permittiv-
ity. For a complete description of TE wave problems ap-1 (Jimp

i , = 3 H*i 2 g«E*r ).
propriate boundary conditions should be included. One
may consider, for example,Obviously, the bilinear form B(u, v) in (5.16a) is symmet-

ric and continuous, and the linear form L(v) in (5.16b) is
Hz 5 const on G, (5.18e)continuous. One may prove that if the frequency of the

exciting source is not equal to the resonant frequencies Exnx 1 Eyny 5 0 on G. (5.18f)
of this electromagnetic system, then the bilinear form
B(u, u) is coercive. By virtue of the Lax–Milgram theorem,

The condition (5.18e) is an inhomogeneous version corre-the least-squares solution uniquely exists and the corre-
sponding to (3.1g), and (5.18f) is a 2D version of (3.1h).sponding finite element solution is of an optimal rate of
We also note that the boundary conditions (5.18e), (5.18f)convergence. In fact, the following statement is the conse-
satisfy the boundary compatibility conditionquence of the coerciveness of the bilinear form B(u, u).

We will prove it in our future reports.
The LSFEM based on (5.15) has an optimal rate of

jg«*(Exnx 1 Eyny) 5
Hz

y
nx 2

Hz

x
ny on G, (5.19)

convergence and an optimal satisfaction of divergence-
free conditions:

which is obtained by taking the operation n? to Eqs. (5.18b)
iEr 2 Erhi0 # Chk11iuik11 , i= ? Erhi0 # Chkiuik11 , and (5.18c).

(5.17a) In system (5.18) there are three unknowns and four
equations, and thus the divergence-free equation (5.18d)iEi 2 Eihi0 # Chk11iuik11 , i= ? Eihi0 # Chkiuik11 ,
seems ‘‘redundant.’’ By introducing a dummy variable into(5.17b)
system (5.18) as in Section 3.2 (see Jiang et al. [26] for

iHr 2 Hrhi0 # Chk11iuik11 , i= ? Hrhi0 # Chkiuik11 , details), we can prove that System (5.18) is not ‘‘overdeter-
(5.17c) mined,’’ but is indeed properly determined and elliptic.

For numerical calculation separating the real and imagi-iHi 2 Hihi0 # Chk11iuik11 , i= ? Hihi0 # Chkiuik11 ,
nary parts in (5.18a)–(5.18d) leads to(5.17d)

where Erh , Eih , Hrh , Hih are the finite element solutions
2geHzi 1

Eyr

x
2

Exr

y
5 0 in V, (5.20a)and k is the order of complete polynomials in the equal-

order finite element interpolation.
2g(«rExi 1 «iExr) 2

Hzr

y
5 0 in V, (5.20b)

5.3. Time-Harmonic TE Waves

For time-harmonic TE waves the first-order Maxwell
2g(«rEyi 1 «iEyr

) 1
Hzr

x
5 0 in V (5.20c)

equations are

Exr

x
1

Eyr

y
5 0 in V, (5.20d)

jgeHz 1
Ey

x
2

Ex

y
5 0 in V, (5.18a)

geHzr 1
Eyi

x
2

Exi

y
5 0 in V, (5.20e)

jg«*Ex 2
Hz

y
5 0 in V, (5.18b)

FIG. 1. (a) The split cylinder and the mesh. (b) Contours of constant magnetic field intensity Hr . (c) Contours of constant magnetic field intensity
Hi . (d) Vectors of the computed electric field intensity Er . (e) Vectors of the computed electric field intensity Ei .
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The first example is a cylinder (R 5 25) which is split
into two regions having different complex permittivity. Forg(«rExr 2 «iExi) 2

Hzi

y
5 0 in V, (5.20f)

the top region, «1
r 5 3.0, «1

i 5 25.0, and e1 5 1.0; for the
bottom region, «2

r 5 1.0, «2
i 5 0.0, and e2 5 1.0. This

g(«rEyr 2 «iEyi) 1
Hzi

x
5 0 in V, (5.20g) cylinder is excited by a uniform HzuG 5 (1, 0) (with g 5

0.05) imposed on the outer boundary. All variables in this
problem are discretized by 932 bilinear elements with 1016Exi

x
1

Eyi

y
5 0 in V. (5.20h)

nodes shown in Fig. 1(a). The one-point Gaussian quadra-
ture is used for evaluating the element matrices. The con-
tours of the computed real and imaginary magnetic fieldOf course, in (5.20) the medium properties are different
intensity are shown in Figs. 1(b) and (c), respectively. Thefor different medium regions.
vector plots of the real and imaginary electric field intensityAt the interface Gint between two contiguous media (1)
are illustrated in Figs. 1(d) and (e), respectively.and (2) the following general conditions should be satis-

In the second example, a smaller off-center cylinderfied:
(R 5 0.1) is embedded in a larger cylinder (R 5 0.25). The
material properties for the outer region are «1

r 5 0.0981,n 3 E1 5 n 3 E2 on Gint , (5.21a)
«1

i 5 20.0196, and e1 5 1.0; for the inner region «2
r 5

n 3 H1 5 n 3 H2 on Gint , (5.21b) 1.0, «2
i 5 0.0, and e2 5 1.0. A uniform HzuG 5 (1, 20.15)

(with g 5 44.7) is imposed on the outer boundary. Figuren ? («*1E1) 5 n ? («*2E2) on Gint , (5.21c)
2(a) shows the mesh with 2027 bilinear elements and 2165

n ? (e1H1) 5 n ? (e2H2) on Gint . (5.21d) nodes. The contours of the computed real and imaginary
magnetic field intensity are shown in Fig. 2(b, c), respec-

For two-dimensional TE waves the interface condition tively. The vector plots of the real and imaginary electric
(5.21d) is automatically satisfied and (5.21b) becomes field intensity are illustrated in Fig. 2(d, e), respectively.

As expected all computed results by the LSFEM are
H1

z 5 H2
z . free of spurious modes.

In the LSFEM the treatment of the interface conditions
6. CONCLUSIONSis not difficult. As in other node-based finite element meth-

ods, the nodes on the interface should be double-
(1) The system of the first-order full Maxwell equationsnumbered. If a direct solver is employed for solving the

seems ‘‘overdetermined,’’ because it has more equationsdiscretized system, two approaches are available: a simple
than unknowns. By taking into account of its div–curl struc-way is to include the interface conditions into the least-
ture and introducing the dummy variables it proves to besquares functional; a better way is to use the conditions
properly determined and elliptic in the space domain. The(5.21a)–(5.21d) to modify the global stiffness matrix in the
information provided by the divergence equations is notdiscretized system. If the conjugate gradient method is
completely contained in the curl equations. Therefore, theused, one just simply chooses the unknowns related to the
divergence equations must be explicitly included in themedium (1) (or (2)) as the true unknowns and keeps the
first-order system to assure the uniqueness of the solutionconditions (5.21a)–(5.21d) satisfied for each solution
in steady-state cases, to exclude the infinite degeneratevector.
eigenvalue in time-harmonic cases and to guarantee theSince the general formulation of the LSFEM has been
accuracy of the numerical solution for time-varying cases.given in Section 5.1, it is not necessary to write down the

special one for the problem discussed in this section. One (2) The least-squares method and the div–curl method
are mathematically rigorous and useful tools for the deriva-only needs to substitute the coefficients of (5.20) and the

boundary conditions into a general-purpose LSFEM code. tion of correct second-order Maxwell’s equations and their
boundary conditions. The curl–curl equations cannot standWe consider two test problems that are taken from

Paulsen and Lynch [48]; see also Jin [27, p. 167], in which alone, they must be supplemented by the divergence equa-
tions and additional natural boundary conditions to elimi-the spurious solutions given by the curl–curl formulation

as well as the correct solutions are illustrated. nate the spurious solutions.

FIG. 2. (a) The off-center cylinder. (b) Contours of constant magnetic field intensity Hr . (c) Contours of constant magnetic field intensity Hi .
(d) Vectors of the computed electric field intensity Er . (e) Vectors of the computed electric field intensity Ei .



122 JIANG, WU, AND POVINELLI

13. A. Farrar and A. T. Adams, IEEE Trans. Microwave Theory Technol.(3) The Helmholtz-type equations with appropriate
24, 456 (1976).natural boundary conditions, derived by the div–curl

14. G. J. Fix and M. E. Rose, SIAM J. Numer. Anal. 22, 250 (1985).method or the least-squares method, can guarantee the
15. A. K. Ganguly and B. E. Spielman, IEEE Trans. Microwave Theoryimplicit satisfaction of the divergence equations. For the

Technol. 25, 1138 (1977).solution of the Helmholtz-type equations the divergence
16. V. Girault and P.-A. Raviart, Finite Element Methods for Navier–conditions of the electric field and the magnetic field need Stokes Equations (Springer-Verlag, Berlin, 1986).

to be enforced only on the electric wall and the magnetic
17. R. Gruber and J. Rappaz, Finite Element Methods in Linear Ideal

symmetry wall, respectively. Magnetohydrodynamics (Springer-Verlag, Berlin, 1985).

18. M. Hara, T. Wada, T. Fukasawa, and F. Kikuchi, IEEE Trans. Magn.(4) The variational formulation corresponding to the
19, 2417 (1983).Helmholtz-type equations can be derived by using the

19. K. Ise, K. Inoue, and M. Koshiba, IEEE Trans. Microwave Theoryleast-squares look-alike method. This formulation theoret-
Technol. 38, 1352 (1990).ically justifies that the penalty parameter in the Galerkin/

20. M. Ikeuchi, H. Sawami, and H. Niki, IEEE Trans. Microwave Theorypenalty method should be taken as one. The advantage of
Technol. 29, 234 (1981).this formulation is that the trial and test functions need

21. B. N. Jiang and J. Z. Chai, Acta Mech. Sinica 1, 90 (1980).only to satisfy the conditions related to the essential bound-
22. B. N. Jiang and L. A. Povinelli, Comput. Methods Appl. Mech. Eng.ary conditions. 81, 13 (1990).

(5) The node-based least-squares finite element 23. B. N. Jiang and L. A. Povinelli, Comput. Methods Appl. Mech. Eng.
102, 199 (1993).method (LSFEM) can be used to solve both static and

24. B. N. Jiang, T. L. Lin and L. A. Povinelli, Comput. Methods Appl.time-varying first-order Maxwell equations directly and
Mech. Eng. 114, 213 (1994).efficiently with the divergence equations satisfied easily.

25. B. N. Jiang, C. Y. Loh, and L. A. Povinelli, NASA TM 106535,The introduction of vector potentials and the gauging
ICOMP-94-04.method, the edge element method, the staggered grid, up-

26. B. N. Jiang, J. Wu, and L. A. Povinelli, NASA TM 106921, ICOMP-winding, and non-equal-order elements, etc. all turn out
95-8.to be unnecessary.

27. J. M. Jin, The Finite Element Method in Electro-Magnetics (Wiley,
New York, 1993).

ACKNOWLEDGMENTS 28. C. Johnson, Numerical Solution of Partial Differential Equations by
the Finite Element Method (Cambridge Univ. Press, Cambridge,

The authors gratefully acknowledge the suggestions by Professor S. I. UK, 1987).
Hariharan of the Department of Mathematical Sciences, The University

29. M. Koshiba, K. Hayata, and M. Suzuki, IEEE Trans. Microwaveof Akron.
Theory Technol. 30, 900 (1985).

30. M. Koshiba, K. Hayata, and M. Suzuki, Electron. Commun. Japan,
REFERENCES Pt.2, 70, 96 (1987).
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